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ABSTRACT

Scene editing has attracted increasing research interests ow-
ing to its valuable applications in the field of photography
and entertainment. With style-based GAN being proposed,
images can be reasonably edited on specific semantics by
manipulating in latent space of the generator. However, exist-
ing datasets cannot satisfy the demands of large amounts of
diverse data and rich semantic annotations at the same time,
which makes the existing method difficult to edit on the con-
tent of outdoor scene images. To address these problems, we
propose a large-scale, diverse synthetic dataset called “GOS
dataset” generated based on a video game, which contains
fine-grained semantic annotations. Extensive experiments
show that utilizing the features obtained from the annota-
tions of our dataset achieves better performance in outdoor
scene editing, especially for distance and viewpoint of scenes,
which indicates the extracted features have a certain general-
ization capability.

Index Terms— Scene editing, synthetic data generation,
generative adversarial network (GAN)

1. INTRODUCTION

We live in a colorful world with diverse scenes changing con-
tinuously, and there is a natural need to edit the photos of
the scenery being taken. Cameramen will try to correct lens
distortion and perspective distortion that appears in the pho-
tograph. Entertainment users want to experience rotating and
zooming objects of scenes in Augmented Reality (AR).

Early methods of scene editing simply modify contrast,
brightness, and saturation of images [1I], or change style based
on CNN [2]. Generative Adversarial Networks (GANSs)
have achieved astonishing success in realistic image synthe-
sis. There appears many GAN-based methods on scene edit-
ing, such as image-to-image translation [4]], 3D-aware scene
manipulation [3]], image synthesize [6].

Style-based generators [[7), [8] can better learn the distri-
bution of training data and make latent space less entangled.
By identifying feature vectors in latent space and attach to
human-understandable semantics, we can move the latent
code towards a certain direction, changing the semantics in
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Fig. 1. Overview of several attributes in GOS dataset.

the synthesized image without re-training the generator. Re-
cent works use the method to achieve camera movements [9]],
face editing [[10], and indoor scene editing [11]].

The method above primarily relies on adequate datasets
applied to training high-quality generators, and rich seman-
tic labels used for determining editing direction. There are
several scene datasets existing, some focus on outdoor land-
scape [12} 13l [14]], some are streetscapes captured by vehi-
cles [13] [17]. However, these datasets can only satisfy
one of the adequate semantic labels or plentiful and diverse
images. In addition, there is currently no dataset that included
annotations related to the structure of the scene, such as the
viewpoint and distance of the camera when collecting.

Annotating the ground-truth of a large amount of raw data
need to spend plenty of time and labor. Moreover, it is diffi-
cult to avoid manual errors in the labeling process. Several
methods [18] [19] 20] about the generation and annotation of
synthetic datasets based on video games or open-source en-
gines are proposed, which can effectively serve the tasks.

In order to solve the challenges above, we construct a
synthetic outdoor scene dataset called “GTA V Outdoor
Scene” (“GOS” for short) dataset with the help of a game
engine. Compared with existing datasets, GOS has several
advantages: (1) easy collection and annotation; (2) larger



Table 1. Comparison of real-world and synthetic outdoor
scene related datasets. #ctg means category.

Dataset #image Resolution #ctg #view #dist

SUN Attr. [12] 14,340 600x450 717 - 2
LSUN [13] 10,000,000 376x256 10 - -
Places365 [14] 1,803,460 256x256 365 - -
Streetview [[15]] 62,058 1280x 1024 - 5 -
Cityscape [16] 25,000  2048x1024 - - -
Waymo [17] 250,000 1920x1160 - 5 T
SYNTHIA [18] 13,400 960x720 - 4 }
VIPER [19] 254,064  1920x1080 - - }
GOS (Ours) 4,632,500 1920x1080 7 10 5

T Indirect annotates, need to analysis related data (e.g. depth map).

data volume and more diversified scenes; (3) more abundant
annotations (such as viewpoint and distance of scene).

After obtaining the dataset, we use annotations in GOS
training the attribute predictor to get attribute boundaries, then
apply editing on images to make its attributes change in spe-
cific needs. The proposed predictor can improve the perfor-
mance in editing the structure of outdoor scene images based
on the style-based generator.

In summary, the major contributions in the paper are as
follows: 1) We build an extensive and diverse synthetic out-
door scene dataset using the self-developed tool, which con-
tains 4,632,500 images with fine-grained annotations. 2) We
exploit the annotations in GOS training attribute predictor, the
extracted feature can achieve a better editing effect on several
outdoor scenes comparing other methods, especially in view-
point and distance.

2. GTA V OUTDOOR SCENE DATASET

Grand Theft Auto V (GTA V) is an action-adventure video
game. The open-world design lets players immersed in board
countryside and fictional city, and the proprietary engine
makes its gameplay scenes comparable to the real world. We
develop a tool for outdoor scene collecting in GTA V based
on Script Hook Vﬂ which allows using GTA V script native
functions in custom plugins. We also utilize a too to collect
depth and stencil maps corresponding to gameplay scene via
intercepting the data of the game rendering pipeline.

GOS is constructed using the above tools in the following
steps: 1) sets up the scene environment, 2) captures scene
images and annotates the semantics, 3) removes failure cases.
Coming up is the detailed introduction of each part.

2.1. Scene construction

GTA V contains 226 main streets distributed in cities and rural
areas, whose start points, endpoints, and waypoints can be

http://www.dev—-c.com/gtav/scripthookv
Zhttps://github.com/umautobots/GTAVisionExport

obtained by digging game data. We set up collection points
every 15 meters on each street to ensure the collected scenes
will neither be missed nor excessively repetitive.

In order to collect more structure-related semantics for
the dataset, which rarely exists in others, we arrange multi-
ple cameras with different viewpoints and distances at each
collection point. To enrich the attribute of illumination for
the dataset, various time and weather conditions are also in-
troduced. Fig.[2fa) shows scene construction configuration.

The collection tool will build the scene environment based
on preset configuration, collect stable scene images (includ-
ing color images, depth, and stencil maps), and annotate the
attributes of the scenes. The whole process is fully automated.

2.2. Collection & Selection

When the camera moves away from the collection point, it
may be blocked by objects beside the street, or enters build-
ings or mountains, which makes collected scenes not meet the
requirements. The following are some typical scenarios.

Scene occlusion. Foreground objects appear unexpect-
edly in the middle of the camera and the background of the
scene, such as street lights, fences, and trees, causing col-
lected scenes to occluded.

Render missing. The camera moves into a building or
mountain, but the related texture is not rendered in some
cases, making the upper part of the scene stay normal, but the
lower part shows patterns of sky or water, which is usually
roads, makes the whole scene appear unnatural.

We also place a large object at the collection point, which
can be used to indicate the depth of the location, making ob-
tained depth and stencil map able to filter unqualified images.
Fig.[2(b) shows selection process with some failure cases.

2.3. Dataset Properties

GOS consists of 4,632,500 images, contains 231,625 scenes.
Detailed information and samples about the dataset is avail-
able online at https://myronxie.github.io0/GOS/.
We summarize the attributes in GOS into following aspects:

Place. 15,370 places with 7 major scene categories, con-
tains mountain, city, forest, desert, waterside, and so on.

Viewpoint. 5 different types of viewpoint for each side of
place: every 30° from —60° ~ 60°.

Distance. 5 different types: Om, 10m, 15m, 25m, 50m.

Time. 8 different kinds: midnight, predawn, dawn, morn-
ing, midday, afternoon, sunset and dusk.

Weather. 8 different types: sunny, clear, cloudy, foggy,
overcast, rainy, stormy, and snowy.

Table |1| compares the properties of GOS and existing
datasets, including data volume, image resolution, annotation
types, which can reflect its advantages. On the whole, these
aspects together make GOS a rich dataset for research.
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Fig. 2. The framework of GOS construction and image semantics editing based on style-based generator.

3. METHOD

3.1. Edit image on style-based generator

Fig.[2(d) shows the process of editing on the style-based gen-
erator. Style-based generator G maps the latent code w to the
image x by learning the distribution of the dataset. The gener-
ated realistic images and the decoupling of latent space make
image semantics editing possible.

In order to edit the real images, an encoder E is introduced
to map the real image Xor; back to latent code Wiy, which
is also known as GAN inversion. E is trained based on pre-
trained G which is expected to faithfully reconstruct images.

Each image x contains several different kinds of seman-
tic annotations. A semantic predictor S can be constructed
based on certain semantics with the specific dataset, then at-
tach the semantics to the fake image x’ generated by the gen-
erator G. Finally, the corresponding latent code w’ can be
assigned scores related to specific semantics.

We can divide the samples based on the semantic scores,
then learn the direction n in which semantic score changes
the most obvious in the latent space. Then latent code can
be manipulated as: Weqit = Winv + An, where A represents
the hyper-parameter of step length. wegqjt is then fed into the
G to obtain final edited image Xeqit. It will make the image
look more positive on such semantics with A > 0, vice versa.

3.2. Build semantic predictor

Among the above method, semantic predictor S plays an im-
portant role, which generates the semantic score, determines
semantic boundary, and emerges editing direction.

In order to take advantage of the rich semantic annotations
provided by GOS, we use these training attribute predictors.
Due to space limitations, we mainly focus on distance editing
of the scene. We use distance annotation in GOS training
on ResNet-101 [21]]. The furthest distance (50m) designated
as the highest score, the nearest (Om) regarded as the lowest
score. Fig.[2Jc) shows the process of semantics division.

For better comparison, we introduce several ways related
to the depth of the scene to construct semantic predictor:
e Semantic annotations: We employ an attribute predic-
tor forecasts 102 scene attributes in SUN attribute [12]],
and use no horizon label as distance distinction.

e Depth estimation: We use MiDaS [22] to generate
pseudo depth of images, and treat the average depth of
the overall image as the semantic score of distance.

e Unsupervised: We extract unentangled eigenvectors us-
ing SeFa on the pre-trained generator, and pick the
one that can change the semantics most obviously.

For semantics division, we use the method based on [10],
where latent codes can be divided into positive and negative
samples based on average semantic score, and then search
for the decision boundary in the latent space VV using SVM.
Specifically, we choose the unit vector n orthogonal to the
decision boundary as the editing direction.

4. EXPERIMENTS

4.1. Settings

Dataset. For LSUN [[13], we use 126,527 images of church-
outdoor category. For Places365 [[14], we extract outdoor-
related images subjectively containing about 1 million im-
ages. For Streetview [[13]], we extract all side views contains
41,372 images. For GOS, we use the data of day and sunny
attributes. All images are cropped and scaled to 256 x 256.
Implementation. We train StyleGAN2 on the above
datasets individually with config-f and no modification of
hyper—parameterﬂ The iteration number is set to 400k with
a batch size of 8. For image inversion, we use ReStyle [24]]
over pSp with 200k iteration. For image editing, all
methods use the same A for fairness. We use layer-wise edit-
ing (mainly lower layers of G) to better focus on the distance
and viewpoint editing effect. All experiments are conducted
on a workstation with one NVIDIA GeForce RTX 3090 GPU.

3https://github.com/rosinality/stylegan2-pytorch
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Fig. 3. Overview of distance and viewpoint editing on gener-
ated images in several outdoor scene datasets.
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Fig. 4. Overview of distance and viewpoint editing on inver-
sion images in several outdoor scene datasets. Only GOS has
ground-truth of different distances and viewpoints.

4.2. Evaluation

Quantitative Evaluation. Since GOS has ground-truth at
various distances, we can judge the degree of editing based
on the semantic score difference between the edited image
and the original image like [[11]]. Table [2] shows quantitative
results editing in inversion images, the closer the value is to
reality, the better. The result shows our method can not only
significantly outperform other methods by a large margin in
our predictor, but also achieve a certain effect in other metrics.

Qualitative Evaluation. We show visual results of edit-
ing on generated images in Fig.[3] Some salient objects in the
scene such as buildings have more obvious changes, but the
overall scene such as roads are not obviously changed, which
is more like zooming of the objects in the scene, explains it is
difficult to learn about the features of the distance of overall

Table 2. Quantitative evaluation of distance editing on GOS.
S(-) means semantic predictors trained on different methods.

“4”, “—” means positive and negative editing directions.
Method S(GOS) S(MiDaS) S(SUNA)
+ -+ -+ -
Real editing 0.128 0.068 2.243 1225 0.491 0.618

Semantic(SUNA) 0.025 -0.047 2.571 2.269 0.415 0.208

Depth estimate ~ 0.035 0.018 0.633 0.166 -0.001 0.198
Unsupervised 0.054 -0.064 1.073 0.945 -0.018 0.015
Semantic(GOS) 0.099 0.085 5.516 5.909 0.119 0.245

Table 3. User study of distance editing on several datasets.

Method GOS LSUN Streetview
Semantic(SUNA) 19.0% 10.5% 19.0%
Depth estimate 3.0% 14.5% 33.0%
Unsupervised 11.3% 23.3% 17.0%
Semantic(GOS) 66.7% 51.8% 41.0%

scene in the existing outdoor scene datasets. Our method can
achieve better editing performance in multiple datasets.

Although there exist differences in latent code distribution
between the inversion and generated images, which makes the
inversion images distorted, Fig.[4]shows the boundary learned
based on generated images still achieves a certain effect on
inversion images, reflects a certain degree of generalization.

User Study. To perceptually evaluate the editing results,
we also conduct a user study in Table 3] We collect about
900 votes from 15 volunteers. Each test set contains origi-
nal image and images edited by different methods whose se-
quence is randomly arranged. Participants need to vote for an
image with the best editing effect of certain semantics. The
user study shows our method outperforms baselines by a large
margin in GOS and other datasets.

5. CONCLUSION

In this paper, we construct a large-scale diverse dataset GOS
for the first time with fine-grained annotations based on GTA
V. Through exploiting the synthetic data, we train seman-
tic predictors using annotations of viewpoint and distance in
GOS. Then we manipulate the latent code based on learned
semantic predictors on the styled-based generator to edit the
semantics of images. The abundant experiments show that
our method achieves the best editing effect on different out-
door datasets compared with other methods, which indicates
the features learned from the proposed dataset have a certain
generalization. In the future, we will keep focusing on explor-
ing more realistic inversion methods for outdoor scene images
and general editing strategies that can achieve better editing
effects span on different outdoor scene datasets.
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